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1. Visualization of Datasets
Some data instances of DomainNet [3] and Office31 [4]

are depicted in Figure 1, 2 respectively. We can see that
the five domains of DomainNet have unique image styles
and the three domains of Office31 differ in their image ac-
quisition devices and environments. We can also observe
that the learning difficulty of images in each domain dif-
fers widely. For instance, Quickdraw has the least visual
complexity among DomainNet’s five domains for just hav-
ing black-and-white lines; Product photos in Amazon have
far less uncertainty than those in other datasets that contain
real world photos for having clean background and simple
lighting condition. Such difference is reflected in our trans-
ferability analysis using OTCE.
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Figure 1. Visualization of data instances from DomainNet [3].
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Figure 2. Visualization of data instances from Office31 [4].

2. Analysis of OTCE

Recall that our OTCE score characterizes transferability
based on two factors: domain difference WD measured by
cross-domain Wasserstein distance and task difference WT

measured by the conditional entropy between the source
and target labels under the optimal coupling between two
domains. In this section, we examine the relationship be-
tween each factor and transferability under the three transfer
settings discussed in the paper.

First, observing the Wasserstein distances of all trans-
fer instances (left column in Figure 3), we find that the do-
main difference is relatively stable among different target
tasks when source and target domains are fixed. This is
reasonable since domain difference should be task agnostic.
Meanwhile, domain difference shows a generally negative
correlation with the transfer accuracy, which is most obvi-
ous when the category set size is fixed (row 5-6 of Figure 3).
The only exception in this case is when the target domain is
Quickdraw (represented by red points). Due to the low vi-
sual complexity in line drawings, most features can achieve
relatively high classification accuracy on Quickdraw despite
being trained on very different source domains. Note that
we do not require that the correlation of domain difference
and transfer accuracy to be strictly negative. Because in our
unified framework, domain difference and task difference
are coupled due to the coupling matrix computed via OT.

Second, as we emphasize in the paper (Section 3.3) that
task difference WT measured by conditional entropy alone
is not sufficient to characterize cross-domain transferability,
we present the experimental evidence to support this find-
ing by looking at the correlation betweenWT and the trans-
fer accuracy. In Figure 3, our OTCE score (right column)
shows significantly higher correlation with the transfer ac-
curacy compared to conditional entropy (middle column).
The improvement is most notable under the few-shot and
fixed category set size setting, which shows that incorporat-
ing domain difference WD can indeed improve the robust-
ness of transferability prediction in weakly supervised and
challenging scenarios.
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Figure 3. Visualization of OTCE score and its components, i.e., Wasserstein distance (domain difference WD) and Conditional Entropy
(task difference WT ). Points represent different target tasks.
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Table 1. Quantitative comparisons evaluated by Pearson correlation coefficients of transferability metrics and transfer accuracy through
Retrain head under cross-domain cross-task transfer settings. Superscript ∗ denotes p > 0.001.

Dataset
Experimental setting

OTCE OT-based NCE LEEP[2] NCE[5] H-score[1]
Source domain Target domain Data property

DomainNet

C P,Q,R,S standard 0.969 0.960 0.919 0.787 0.864
P C,Q,R,S standard 0.968 0.952 0.886 0.812 0.858
Q C,P,R,S standard 0.963 0.963 0.942 0.935 0.843
R C,P,Q,S standard 0.972 0.951 0.892 0.851 0.870
S C,P,Q,R standard 0.960 0.959 0.952 0.954 0.882

Office31
A D,W standard 0.829 0.813 0.805 0.796 0.590
D A,W standard 0.880 0.843 0.857 0.849 0.441
W A,D standard 0.863 0.803 0.811 0.804 0.489

average 0.926 0.906 0.883 0.849 0.730

DomainNet

C P,Q,R,S fixed category set size 0.757 0.729 0.614 0.535 -0.599
P C,Q,R,S fixed category set size 0.712 0.647 0.480 0.418 -0.541
Q C,P,R,S fixed category set size 0.352 0.306 0.213 0.269 -0.288
R C,P,Q,S fixed category set size 0.639 0.587 0.465 0.440 −0.100∗

S C,P,Q,R fixed category set size 0.435 0.443 0.381 0.427 -0.302

average 0.579 0.542 0.431 0.418 -0.346

DomainNet

C P,Q,R,S few-shot 0.920 0.907 0.843 0.713 0.767
P C,Q,R,S few-shot 0.924 0.895 0.812 0.737 0.807
Q C,P,R,S few-shot 0.852 0.857 0.836 0.825 0.786
R C,P,Q,S few-shot 0.937 0.877 0.787 0.744 0.814
S C,P,Q,R few-shot 0.922 0.901 0.886 0.884 0.834

Office31
A D,W few-shot 0.840 0.826 0.803 0.793 0.640
D A,W few-shot 0.933 0.931 0.923 0.930 0.413
W A,D few-shot 0.927 0.932 0.920 0.926 0.277∗

average 0.907 0.891 0.851 0.819 0.633

3. Study of OT-based NCE
Here we define an alternative transferability metric, OT-

based NCE to be the negative conditional entropy (−WT )
mentioned earlier. Although it is not as robust as OTCE in
estimating transferability, it does not require auxiliary task
for parameter fitting, and thus is more efficient. We make
quantitative comparisons of OT-based NCE with previous
transferability metrics LEEP [2], NCE [5] and H-score [1].
Results shown in Table 1 demonstrate that our OT-based
NCE also outperforms previous metrics on average. To con-
clude, our proposed two transferability metrics, i.e., OTCE
and OT-based NCE, possess different advantages and read-
ers can choose flexibly according to their need.

• OTCE. It suits the scenario which needs the most ac-
curate transferability estimation or there are many tar-
get tasks. In addition, the learned coefficients of do-
main difference and task difference may benefit some
downstream transfer learning applications.

• OT-based NCE. It is a simple implementation of
OTCE, providing relatively coarse but more efficient
transferability estimation without extra computation in
auxiliary tasks. Although it is not as accurate as OTCE,
it still averagely outperforms SOTA analytical metrics.

2.5

5.0

7.5

10.0

12.5

15.0

17.5

|λ
2
|

|λ
1
|

Analysis of |λ2|
|λ1|

10
20
30
40
50
60
70
80

b

Analysis of b

DomainNet DomainNetOffice31 Office31

Figure 4. Analysis of learned coefficients.

4. Analysis on Learned Coefficients

Setting λ1 = 1, λ2 = 0 or λ1 = 0, λ2 = 1, i.e., only
using domain difference or task difference (OT-based NCE)
to characterize transferability, does not perform as good as
OTCE, as depicted in the Figure 3 and Table 1. More-
over, we further analyze the learned coefficients in all ex-
perimental settings. We found that bias b was stable for
the same cross-domain dataset (shown in Figure 4), but
λ1, λ2 among different transfer configurations varied irreg-
ularly. On one hand, the importance of domain difference
and task difference varies for different cross-domain con-
figurations. On the other hand, differences are calculated
in the feature space of source model, so the learned coeffi-
cients have different scales among source models. Gener-
ally, task difference is more important in describing trans-
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Figure 5. Visualization of transfer accuracy v.s. category set size
(number of categories). Points represent different target tasks.

ferability ( |λ2|
|λ1| > 1). To conclude, we recommend using

auxiliary tasks to learn the coefficients for obtaining the
most accurate transferability estimation for the given cross-
domain transfer configuration.

5. Study of Category Set Size
Observations from our transferability experiments indi-

cate that transfer accuracy drops when category set size
(number of categories) increases, as shown in Figure 5.
A larger category set generally makes it more difficult
to learn the target task well under the same training set-
ting. Such differences in the intrinsic complexity of the
target task tends to overshadow the more subtle varia-
tions in transferability due to task and domain relatedness.
Thus we make the quantitative comparisons under the fixed
category set size = 50 setting (Section 4.3 in paper) to
show that our OTCE score is capable of capturing these sub-
tle variations.
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